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Abstract

We study the first-order definability of progression for situ-
ation calculus action theories with a focus on the iterability
of progression. Progression, the task of updating a knowl-
edge base according to actions’ effects so that proper infor-
mation is retained, is notoriously challenging as it in gen-
eral requires second-order logic. Exceptions where progres-
sion is first-order like local-effect actions and normal actions
impose certain syntax constraints on action theories to elim-
inate second-order quantifiers in the progressed knowledge
base. Unfortunately, the progressed result might not satisfy
the constraints again, making it impossible to apply first-order
progression iteratively. In this paper, we first lift the exist-
ing result on first-order progression for normal actions by al-
lowing disjunctions in the knowledge base. As a result, we
obtain an action theory whose type is called disjunctive nor-
mal, which is iteratively first-order progressable. Second, we
propose a new class of action theories, called PANACK, that
strictly subsumes the disjunctive normal ones, and we show
that it remains iteratively first-order progressable as well.

1 Introduction

Intelligent agents acting in real-world scenarios need to be
able to handle incomplete information, where in particu-
lar the number of objects they have to interact with is un-
bounded. Ideally, a representation of an agent’s world model
is hence given in terms of first-order logic. The Situation
Calculus (McCarthy and Hayes 1969; Reiter 2001) is per-
haps the most widely studied first-order formalism for rea-
soning about action and change. A central problem in this
context is projection, where the task is to determine whether
a given formula comes to hold after a given action sequence.
Here, the specifics of the domain are encoded in terms of
an action theory, which consists of axioms describing the
initial situation as well as the pre- and postconditions of ac-
tions. Whereas regression solves projection by transforming
the query formula to an equivalent one about the initial situ-
ation, progression updates the knowledge base to reflect the
changes brought about by the action sequence. The latter is
often preferable, in particular for longer sequences where re-
gression can cause a significant blow-up, rendering it practi-
cally infeasible. Progression, on the other hand, comes with
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its own challenge: Lin and Reiter (1997) showed that for a
first-order (FO) knowledge base (KB), the progression may
in general require second-order (SO) logic.

Since Lin and Reiter’s seminal work, efforts have been
made to identify restricted classes of action theories where
the existence of a FO progression can be guaranteed:
In local-effect theories (Vassos, Lakemeyer, and Levesque
2008; Liu and Lakemeyer 2009), actions are required to
name all objects they affect explicitly in their arguments. An
action mowve(z, z,y) for moving block = from y onto z is
thus local-effect, as only the truth values of on(x,y) and
on(z, z) change due it. A classical example for an action
that is not local-effect is that of exploding a bomb, which
destroys all (unmentioned) objects in its vicinity. The class
of normal actions due to Liu and Lakemeyer (2009) supports
such global effects, as long as the affected fluent predicates
only depend on ones that are only subject to local effects,
and under additional restrictions on the initial KB. Liu and
ClaBlen (2024) generalize this class to acyclic actions, where
more complex interactions between non-local-effect fluents
are allowed, as long as they do not contain cycles.

Unfortunately, as we will show in this paper, normal ac-
tion theories (and hence also acyclic ones) suffer from the
problem that progression is in general not iterable. The rea-
son, roughly, is that a fluent predicate F' subject to non-local
effects is required to only occur in expressions of the form
(&) D F(Z) or F(Z) D ¢(¥) in the initial theory. How-
ever, the outcome of progression then might not satisfy this
requirement, so the result itself cannot be progressed any-
more! The aforementioned works only consider progression
through a single action, but arguably, for progression to be
useful, it should work for all actions and all action sequences
admitted by the theory. Therefore, in this paper, we study
the iterability of FO progression. In particular, after present-
ing formal preliminaries (Section 2), we lift Liu and Lake-
meyer’s first-order result on normal actions by allowing dis-
junctions in the knowledge base, thus obtaining a class of ac-
tion theories called the disjunctive normal ones that are iter-
atively first-order progressable (Section 3). Furthermore, we
present a new class of action theories, called PANACK, that
strictly subsumes the disjunctive normal ones and allows for
more complex dependencies between fluents (including cy-
cles), which we also prove to be iteratively FO progressable
(Section 4). Finally, we discuss related work and conclude.



2 Preliminaries

In this section, we review some important notions such as
forgetting, the situation calculus, and some recent results on
FO progression with a focus on iterability.

We start with a FO language £ with equality. For sim-
plicity, we only consider predicates and ignore functions.
The set of formulas of £ is the least set that contains the
atomic formulas, and if ¢ and 1) are in the set and z is a vari-
able, then —¢, ¢ A1) and Vz¢ are in the set. The connectives
V, D, =, and 3 are understood as the usual abbreviations.
We will use parentheses around quantifiers to indicate the
scopes, and “dot” to indicate that the quantifier preceding
the dot has maximum scope, e.g., Vz.¢(x) D () stands
for Vz(¢(z) D ¢(x)). Leading universal quantifiers might
be omitted in writing sentences, i.e., free variables are as-
sumed implicitly V-quantified from the outside, i.e., we iden-
tify ¢(x) with Va.¢(z). A theory is a set of sentences. We
use ¢ < 1 to mean ¢ and v are logically equivalent. Let
1) be a formula, and let 4 and p’ be two expressions (terms
or formulas). We denote by ¢(u/u’) the result of simultane-
ously replacing every occurrence of y in ¢ with p’.

2.1 Forgetting

Intuitively, forgetting a ground atom (or predicate) in a the-
ory leads to a weaker theory that entails the same set of sen-
tences that are “irrelevant” to the atom (or predicate) (Lin
and Reiter 1994).

Definition 1 (Forgetting). Let T be a theory, and  a ground
atom or predicate symbol. A theory 7" is a result of for-
getting p in T, denoted by forget(T,u) < T, if for any
structure M, M = T iff there exists a model M’ of T s.t.
M' ~, M, where M' ~, M means that M, M’ agree on
everything except maybe the interpretation of y.

Trivially, if T, T" are both the result of forgetting y in T,
then T < T'. Definition 1 naturally extends to forgetting
a set of ground atoms or predicates. In this paper, we only
consider finite theories, so henceforth, we only consider for-
getting for sentences.

Now, we consider £2, the second-order extension of £.
For a sentence ¢ and ground atom P(%), let ¢[P(t)] be the
formula obtained by replacing every occurrence of the form
P() in ¢ with [ = ¢ A P(1)] V [t # # A P(#)], and let
(bi@ and ¢1_°(53 be formulas obtained by replacing P(%) in
®[P(t)] with TRUE and FALSE, respectively.

Theorem 2 (Lin and Reiter 1994). Let P ({) be a ground
atom, P a predicate symbol, and ¢ a sentence. Then

o forget(, P(D)) & 67 v oD
 Jorget(, P) < 3R.6(P/R),

where R is a SO variable.

Likewise, we can define forget(¢,I") for a finite set of
ground atoms I' by iteratively forgetting atoms in I'.

Let ¢y := broken(A) A contains(B, A) and ¢o := .
broken(x)AJy.contains(y, x), then forget(¢1, broken(A))
< contains(B, A), and forget(¢a, broken) < IR3x.R(x)
AJy.contains(y, x) < JzIy.contains(y, x).

2.2 Basic action theories

The situation calculus (Reiter 2001) L. is a many-sorted
FO language (with some second-order features) for repre-
senting dynamic worlds. There are three sorts: action, situ-
ation, and object. L. contains the following features: a dis-
tinct constant Sy denoting the initial situation; a binary func-
tion do(a, s) representing the new situation resulting from
doing action «a in situation s; a binary relation Poss(a, s)
expressing action a being executable in situation s; action
functions, e.g. drop(z,y); a finite set of fluent predicates,
i.e., predicates whose last argument is a situation term, e.g.,
broken(z, s).

A formula ¢ is uniform in a situation term s if ¢ does not
mention any other situation terms except s, does not quantify
over situation variables, and does not mention Poss.

The dynamics of a domain is specified by a basic action
theory (BAT) in L, as

D= Eind U Dap ) Dss U Duna U DSov where

1. ¥;nq is a set of domain-independent axioms that ensure
situations are well-structured;

2. D,y is a set of action precondition axioms;

3. Dy, is a set of successor state axioms (SSAs), one for
each fluent predicate F', of the form

F (%, do(a,s)) =75 (Z,a,8) V75 (%, a,s) N F(Z,s),

where 'y}' and 5 are uniform in s;

4. Dyna is the set of unique names axioms for actions:
A(Z) # A'(Y), and A(Z) = A(Y) D Z =;

5. Dg,, the initial database (or initial KB), is a finite set of
sentences uniform in Sy.

Successor state axioms constitute Reiter’s (1991) solution
to the frame problem. In particular, it is required that for
all fluent predicates F, D |= —(yf A v5). Henceforth,
given a ground action «, we use S, to refer to the situation
do(a, Sp).

2.3 Progression

For formalizing progression, we follow the definition by
(Vassos and Levesque 2013), which is equivalent to the orig-
inal model-theoretical one by (Lin and Reiter 1997).

Definition 3 (Progression). Let D be a BAT, o a ground
action, and Dg_ a set of (first-order or second-order) sen-
tences uniform in S,. We say that Dg, is a progression of
Dg, w.rt. o, D iff for every sentence ¢ uniform in .Sy,

D | iff (D - Ds,) UDs, | ¢.

Namely, a progression retains all the logical entailments
in terms of the future of the initial KB. By applying progres-
sion iteratively, one obtains a progression for sequences of
ground actions naturally.

Lin and Reiter (1997) proved that progression is always
second-order definable as follows. We write the instantiation
of Dy w.r.t. awand Sy as Dgs[ar, So], i.e. Dss[ax, Sp] is the set
of sentences F(Z, do(«, Sp)) = Pr(Z, a,Sp), where Op
denotes the right-hand side (RHS) of the SSA for F'. Let



Fy, ... F, be the set of all fluents. For each F;, we introduce
a new predicate symbol P;. We use ¢ T Sy to denote the
result of replacing every FZ(f, So) in ¢ by P; (f) and call P;
the lifting predicate for F;. For a finite set of formulas 3, we
also use X to denote the conjunctions of its elements. Using
this notation, the following is a progression of Dg, w.r.t. o

IR{(Dyna U Ds, UDysla, So]) T So}(P/R) (1)

where B = {Ry,...,R,} are second-order predicate vari-
ables. By Theorem 2, the progression of an initial theory
Ds, w.rt. o and D, can be obtained by adding the effects
of «a (the union of Dy, Sp]) and forgetting the past (by
means of the SO existential quantifiers in the head of (1)).

2.4 Iterative first-order progression

Efforts have been made to identify fragments of the situa-
tion calculus where progression is FO definable, i.e. condi-
tions under which Eq. (1) is equivalent to a FO theory. For
instance, Lin and Reiter (1997) showed that this is the case if
the initial KB is relatively complete, i.e., for every sentence
¢ uniform in Sy, KB entails either ¢ or its negation, or if the
basic action theory is context-free, i.e. actions’ effects are in-
dependent of situations. Notably, these two types of action
theories are all iteratively first-order progressable.

Definition 4. A BAT D is called iteratively first-order pro-
gressable if for all action sequences @, the progression of
Dg, w.r.t. & and D, is first-order definable.

Liu and Lakemeyer (2009) (LLO9 for short) proved that
if the basic action theory is local-effect, then progression is
always FO definable. Intuitively, a ground action has local
effects if it only affects the truth of ground fluent atoms that
mention only the action’s parameters.

Definition 5. An SSA is local-effect if both v} (%, a, s) and

~vr (%, a, s) are disjunctions of formulas of the form 3z]a =
A(@) A\ ¢(t, s)], where A is an action function, @ contains Z,
7 is the remaining variables of i, and ¢ is called the context.
An action theory is local-effect if each SSA is local-effect.

LLO9 observed that for a local-effect action theory, every
ground action « affects only finitely many fluent atoms, the
so-called characteristic set ), determined by the action’s pa-
rameters. Hence, forgetting the lifting predicates can be re-
duced to forgetting these finitely many instances, resulting
in a FO theory. Namely,

forget(Duna U Ds, U Dss[], 2)(S0/Sa) 2)

is a progression of Dg, w.r.t. &, Dss where D[] is the in-
stantiation of D, w.r.t. 2. Moreover, this process is iterable,
yielding an iteratively FO progressable action theory.

LLO09 also extended their FO progression result on local-
effect actions to normal actions, where actions might have
local effects on some fluents while having non-local ef-
fects on others, with additional restrictions on the initial KB.
More recently, Liu and Claien (2024) extended these results
to the so-called acyclic actions, where the affected non-local
fluents might be mutually dependent, as long as their depen-
dencies do not form cycles. Unfortunately, while these re-
sults are significant, the results are about the FO progression

through a single action, not action sequences or all actions
admitted by the theory. As a result, there are instances of
action theories where an action is normal or acyclic, yet the
same action is no longer normal or acylic w.r.t. the progres-
sion result, and so it is impossible to apply the same progres-
sion method again, let alone this being the case for multiple
actions at the agent’s disposal. We discuss this in Section 5.

3 Disjunctive Normal Action Theory

The lack of guarantee for normal actions to admit iterated
progression motivates us to identify action theories that are
iteratively FO progressable, here called disjunctive normal
action theories. To obtain the result, we first introduce some
necessary notation. We defer a comparison between our re-
sult and the result on normal actions (also acyclic actions) to
Section 5.

Definition 6 (Semi-definitional). A finite theory T is semi-
definitional (SDEF) w.r.t. a predicate P if the only occur-
rences of P in T are of the form P(Z) D ¢(&) or (&) D
P(&), where ¢ and ¢ do not mention P. ¢ is called a neces-
sary condition of P, and v a sufficient condition.

An example for a (non-trivial) formula that is not semi-
definitional is Vz, y, z. P(x,y) V = P(y, ). Note that “2” is
an abbreviation in terms of “V”, meaning formulas =P (z) V
¢(z) and P(z) V ¢(z) are also SDEF w.rt. P. We use
WSCp (weakest sufficient condition) to denote the disjunc-
tion of formulas (&) such that ¢(¥) D P(Z) is in T, and
SNCp (strongest necessary condition) to denote the con-
junction of formulas ¢(&) with P(Z) D ¢(Z) in T

Theorem 7 (Liu and Lakemeyer 2009). Let T' be finite
and semi-definitional w.r.t. P, and T’ the set of sentences
in T not mentioning P. Then forget(T,P) < T' A
VZ.WSCp(Z) D SNCp(Z).

The theorem is a direct application of the well-known
Ackermann (1935) lemma for second-order quantifier elim-
ination. We first note that alternatively, we can express the
result of forgetting P as a set of implications obtained by
determining all “resolvents” over P:

Proposition 8. Let T be finite and semi-definitional w.r.t. P,
and T' the set of sentences in T not mentioning P. Then

N Vi) D ¢(@).
PYEWSCp
$ESNCp

forget(T, P) < T' A

Next, we show that this theorem can be extended to allow
disjunctions in the theory:

Lemma 9. Given theories T1,...,Ty and predicate P,
forget(\/, T;, P) < \/, forget(T;, P).

Proof. By Theorem 2, forget(\/, T;, P) < 3R.(\V, Tk
which is equivalent to \/; 3R.(T;)%. By Theorem 2 again,
the result is equivalent to \/, forget(T;, P). O

Definition 10 (Disjunctive semi-definitional). A theory T is
said to be disjunctive semi-definitional (DSDEF) w.r.t. pred-
icate P if each sentence in 7" is of them form \/, ¢); where
all v; are SDEF w.r.t. P.



Proposition 11. Let T, T be theories that are DSDEF w.r.t.
predicate P, and Q(t) a ground atom where Q is distinct
from P. Then we have:

1. forget(T, P) is FO definable;

2. forget(T NT', P), forget(T vV T', P) are FO definable;

3. forget(T,Q(t)) can be rewritten to be DSDEF w.rt. P;

4. if T is also DSDEF w.r.t. predicate P’, then forget(T, P)
can be equivalently rewritten to be DSDEF w.r.t. P’

The proofs for items 1 and 2 are similar. Simply dis-
tributing conjunctions over disjunctions in the theories and
then applying Lemma 9 and Theorem 7, we obtain a FO

result. For Item 3, it is easy to see, Tf(a and Tf?({) are
both DSDEF w.r.t. P. By Theorem 2, forget(T, Q(t)) <

Tf(ﬂ \/Tf?({). Distributing the disjunction over conjunctions

in Tf(ﬂ and TE?(E), we obtain a theory of the desired form.
Item 4 is less obvious. First, we distribute disjunctions over
conjunctions in 7" and obtain a sentence of the form \/, T3,
where each 7; is the conjunction of sentences that are SDEF
with both P and P’, namely, T; = | ; ¢i,j so that the ¢; ;
are of the form ¢(x) V (=) P(Z) V (=) P’(Z), where ()P
means either P or —P, and v contains no P and P’. Now
forgetting P in T; via Proposition 8, the result is equivalent
to the conjunctions of all the resolvents for sentences in 7}
w.r.t. P(Z). Clearly, the resolvents are again SDEF w.r.t. P’.
Therefore, forget(T;, P) can be equivalently rewritten to be
SDEF w.r.t. P’. Let Re(T;) denote the rewritten result. Us-
ing forget(T, P) < \/, forget(T;, P) < \/, Re(T;) and
distributing conjunctions over disjunction in \/, Re(T;), we
obtain the desired theory.

Proposition 12. In any model of D, the sentence
F(Z,84) = (& a,50) V 5 (Z,a,8) A F(Z,5) is
equivalent to the conjunction of following sentences: !

YV =F(Z,S,) V F(,S0) (3a)
—F(Z,80) Vg VF(Z,S4) (3b)
ﬁfy; V F(Z,5,) 3o)
g VF(Z,Sa). (3d)

Given a BAT D, we call a fluent local-effect if its SSA is
local-effect. We denote the set of all local-effect fluents in D
as LE(D) and the other fluents as NLE(D).

Definition 13 (Disjunctive Normal Action Theory). A BAT
D is said to be a disjunctive normal action theory, it
1. Dg, is DSDEF w.r.t. all fluents in NLE(D);
2. for each fluent F' € NLE(D), in its SSA, all fluents ap-
pearing in v}> and v are in LE(D).
Theorem 14. Disjunctive normal action theories are itera-
tively first-order progressable.
We only need to show that for any ground action «, the

progression of Dg, w.rt. o, Dss is FO and DSDEF w.r.t.
F(z,S,) for fluents F' € NLE(D).

The proposition is the same as Proposition 1 in (Liu and
ClaBen 2024) except that we push negation inside and use “V”
rather than “D”.

Proof. Let D [, Sy] denote the instantiation of the SSA
for fluent F w.r.t. o and Sy. To compute the progression,
by Eq. (1), we only need to forget the lifting predicates of
fluents in (Dyna U Ds, Uy DL [, So]) T So. This can be
achieved by first iterating over the lifting predicates for flu-
ents in NLE(D) (in any order) and afterwards the ones in
LE(D) (in any order). We show the results are in the right
form in every intermediate step.

For fluents F' € NLE(D), we replace D[, Sp] with for-
mulas (3a)—(3d). Clearly, after lifting, (3a) and (3b) are the
only places the lifting predicate P of F' occurs (recall that
P(Z) is substituted for F'(Z, Sp)) and they are SDEF w.r.t.
P.1In addition, (3a)—(3d) are SDEF w.r.t. F'(Z, S, ). Now, we
need to forget P in Dy UDg, U{(3a),...,(3d)} 1 So. By
items 2 and 4 in Prop. 11, the result is FO definable and can
be rewritten to be SDEF w.r.t. the remaining lifting predi-
cates and F (%, S,). Iterating this process for all remaining
fluents in NLE(D), we obtain a theory 7' that is FO and
DSDEF w.r.t. F(Z, S,) for all fluents F € NLE(D).

Now, for fluents F' € LE(D), we forget their lifting
predicate in T' by Eq. (2). By item 3 in Prop. 11, the re-
sult is FO and DSDEF w.r.t. F(Z, S,,) for all fluents F' €
NLE(D). O

Example 15. Consider the domain that is described by the
two fluents broken(z, s) and shielded(x, s) that say, respec-
tively, that object x is broken and shielded in situation s. The
action explode will destroy everything that is unshielded and
the action cover(x) will make x shielded. The following
SSAs express such a domain:

broken(z, do(a,s)) = a = explode N —shielded(x,s) V

broken(z, s)

shielded(x, do(a, s)) = a = cover(x) V shielded(x, s)

Let D be a BAT where SSAs are as above and Dg,
is {shielded(x,So) D —broken(z,Sp)}, then D is a dis-
junctive normal action theory with LE(D) = {shielded}
and NLE(D) = {broken}. For the ground action o =
cover(A), « has no effects on broken and local effects on
shielded. To progress Dg, w.r.t. o, we only need to forget
O = {shielded(A, Sp)} in Dg, U {shielded(A, S,)} ac-
cording to Eq. (2), resulting in Dg_:

{shielded (A, S,), (4a)

Va.x = AV shielded(x, Sq)] D —broken(z,S,) V (4b)

Va.[x # A A shielded(x, Sq)] D —broken(z,Sy)}. (4c)

Namely, A is shielded in S,,, and depending on if A is
broken in Sy, there are two cases: everything that is shielded,
including A (4b) or excluding A (4c¢), is not broken in S,,.
The result is DSDEF w.r.t. broken(z, Sy,).

Now, consider the action 8 = explode. It has non-
local effects on broken and no effects on shielded. We
progress Dg, w.rt. 5. Let Sg = do(f, Sa). By Prop. 12,
Dhroken[3 S, ] is equivalent to the conjunction of:

—shielded(x, Sqo) V —broken(x, Sg) V broken(z, S)

(5a)
—broken(z, Sa) V broken(z, Sg), (5b)
shielded(x, Sqo) V broken(z, Sg). (5¢)



Let P be the lifting predicate of broken(z, S, ). Clearly,

forget(Dg, UDIOR" + S, P) &
forget({(4a), (4b)} U {(5a), (5b), (5¢)} 1 S4, P) V  (6a)
forget({(4a), (4c)} U {(5a), (5b), (50)} T Sa, P)  (6b)

Applying Theorem 7 to (6a) and (6b) and substituting .S,
with S5, we have Dg, as (after simplification)

{shielded (A, Sg),
shielded(x, Sg) V broken(z, Sg),
Vx.—shielded(x, Sg) V —broken(x, Sg) V (72)
Vo.x = AV —shielded(x, Sg) V ~broken(z, Sg)}. (7b)

Namely, A is shielded, all unshielded objects are broken,
and if A was not broken in Sy, all shielded objects are now
not broken (7a), otherwise all shielded objects except for A
are now not broken (7b). Obviously, Dg, is DSDEF w.r.t.
broken(x, Sg) as well.

4 PANACK Action Theories

Although the above disjunctive normal action theories can
capture global effects and are iteratively FO progressable,
they have limitations as well. The most obvious one is that
actions’ effects on non-local-effect fluents cannot rely on
other non-local-effect fluents. Here, we present a class of
action theories called Pan-Ackermann (PANACK for short)?
that subsumes the class of disjunctive normal action theories
and overcomes this drawback. To begin, we enlarge the class
of theories that remain FO after forgetting predicates.

Definition 16 (Pan-semi-definitional). A sentence is pan-
semi-definitional (PANSDEF) w.r.t. a predicate P if

1. P appears as ground atoms in it; or
2. it occurs in the form P (%) D ¢(Z) or ¢(Z) D P(Z), and
¢, 1 either contain no P or only as ground atoms.

E.g. the following are all PANSDEF w.r.t. P: P(A) V
Q(x),Vz.Q(z) D P(x),Vz.P(A) A Q(x) D P(x).

Proposition 17. If a sentence is PANSDEF w.rt. a predicate
P, then, it can be equivalently rewritten to a theory that is
DSDEF w.r.t. P.

For an assignment 6 over ground atoms P(%1), ..., P(i3),
we also use 6 to refer to the set of literals it satisfies and
¢[0] to refer to the formula obtained from ¢ by replacing
every atom P(%;) in ¢ with its respective truth values TRUE
or FALSE in §. We prove the proposition by cases.

Proof. 1. In case P appears only as ground atoms, wlog as-

sume P(ty), ..., P(t;,) are all the ground atoms in ¢, i.e.
¢ = ¢[P(t1),..., P(t)]. Let © be the set of all possi-
ble truth assignments over P(f}),. .., P(f}). Itis easy to

see that ¢ < \/ycq 0 A ¢[0]. Clearly, $[0] contains no P.
On the other hand, € only contains ground literals of P.
Since P(t;) < VZ.Z = t; D P(%) (likewise for =P(%;)),
f can be rewritten to be a theory that is semi-definitional

2We call it “Pan-Ackermann” as the calculation of the result
goes beyond a direct application of the Ackermann lemma.

w.r.t. P. Let RE[f)] be the rewriting result. Distributing
the disjunction of © over conjunctions in RE[f], one ob-
tains the desired DSDEF theory.

2. This case is very similar in spirit to the above. When ¢(x)
contains no P, the sentence is semi-definitional w.r.t. P
by definition. If ¢(x) contains P as ground atoms, we
extract these atoms outside and rewrite them. After prop-
erly distributing disjunctions over conjunctions, one ob-
tains the desired result. O

E.g. the formula Vz.P(A) A Q(z) D P(z) is PANSDEF
w.rt. P. It is equivalent to P(A) A (Vz.Q(z) D P(z)) V
—P(A) A TRUE, which can be rewritten as (Vz.Q(x) D
P(z)) vV (Yx.x = A D —P(x)), a theory that is disjunc-
tive semi-definitional w.r.t. P.

Definition 18 (Disjunctive pan-semi-definitional). A the-
ory T is said to be disjunctive pan-semi-definitional
(DPANSDEF) w.r.t. a predicate P if each sentence in 7" is
of the form \/, ¢;, where the ; are pan-semi-definitional
(PANSDEF) w.r.t. P.

Proposition 19. Every DPANSDEF theory can be equiva-
lently rewritten to be a DSDEF theory and vice versa.

(<) is trivial. For (=), one can use the techniques in the
proof of Prop. 17 to rewrite v; and distribute disjunctions
over conjunctions, which results in a DSDEF theory.

In the remaining paper, we assume 'y;S and v are dis-
junctions of the form 37.(a = A(U) A pa A @'y) where A(7)
is an action term and ¥ contains ¥; all free variables of ¢ 4
are among ¥; and ¢’y might contain free variables not in ¢/
(such as variables in X). ¢ 4 is called the context condition
and ¢4 is called the effect descriptor (Zarriel and ClaBen
2016) in the sense that ¢ 4 specifies if action A(¥)) will have
an effect on instances of I, and qS’A specifies which instances
of F' are affected by the action.

Definition 20 (PANACK Action Theories). A BAT D is said
to be a Pan-Ackermann (PANACK) action theory, if

1. Dg, is DPANSDEF w.r.t. all fluents in NLE(D);
2. for each fluent F' € NLE(D), all fluents in NLE(D)
mentioned in v or v only appear in ¢4, but not in
'y, for all action symbols A.

Clearly, the definition above generalizes disjunctive nor-
mal action theories. For the latter, Dg, has to be DSDEF,
while here Dg, is required to be DPANSDEF. Also, disjunc-
tive normal action theories cannot contain non-local-effect
fluents in the RHS of an SSA for a non-local-effect fluent,
yet, here this is allowed as long as non-local-effect fluents
only occur in context conditions.

Theorem 21. PANACK action theories are iteratively first-
order progressable.

We sketch the idea of the proof and only focus on non-
local-effect fluents. Local-effect fluents can be handled the
same as in Theorem 14. The key ideas of the proof are that:
(1) we rewrite Dg, into one that is DSDEF w.r.t. all fluents
in NLE(D) as in Prop. 19 and call the result RE(Dg,); (2)
we equivalently replace DF,[a, Sy] by the formulas given in
Prop. 12, which, after instantiating the theory by the ground
action a = A(%), are equivalent to



—(¢ph ATV —F(Z,5,) V F(Z, So) (8a)

~F(Z,80) V ¢4 Aoy V F(Z,Sa) (8b)
—(¢h AV F(Z,5,) (8¢)
~(¢pa APy )V F(Z, Sa) (8d)

where ¢ and ¢'; (likewise for ¢, and ¢';) are the cor-
responding positive context conditions and effect descrip-
tors of A(Z). The key observation is that non-local-effect
fluents can only appear in cbj but not gbij'. Since the only
free variables in ¢—£ (likewise for ¢) are from v, once
grounded by 7, non-local-effect fluents in gzbjg occur as
ground atoms in formulas (8a)-(8d). By Prop. 17, formu-
las (8a)—(8d) can all be rewritten to be a theory that is
DSDEF w.r.t. the non-local-fluent in ¢i§ or ¢,. More im-
portantly, the rewritten theory (denoted by RE(DZE, [a, Sp)))
is also semi-definitional w.r.t. F'(Z, S, ) and F'(Z, Sy). Now,
we only need to forget the lifting predicates in RE(Dg,) U
Uy RE(DE o, So]) 1 So. By Prop. 11 Item 4, the re-
sult is FO and can be rewritten to be DSDEF (hence also
DPANSDEF) w.r.t. F(Z, S,) for F € NLE(D). Hence, the
progression is FO and iterable.

Example 22. Consider a box domain with three fluents,
adapted from (ClaBien and ZarrieB 2017): contains(z,y, s)
says that = contains y, on(z,y, s) says that z is on y, and
broken(z, s) says that x is broken in situation s. The ac-
tion drop(x,y) denotes dropping container x from shelf y,
causing all things in x to become broken and no longer be
positioned on y. The SSAs Dg, are given by

’yl;t”oken = Jy, z.a = drop(y, z) A on(y, z, 8)

A contains(y, x, s)

- — At = At - - _
Yoroken = Yon = Ycontains — Vcontains — FALSE

where drop has no effect on contains. Context conditions
and effect descriptors are underlined by solid and dashed
lines, respectively. Consider a BAT D with Dg, as

{contains(Bozx, Vase, Sp), (9a)
on(Boz, Shelf, Sy), (9b)
broken(x, So) D —3y.contains(y, z,So)}. (9¢)

Namely, Box contains Vase, Boz is on Shelf, and every
broken object is not contained in anything.

D is a PANACK action theory: it is easy to see that
LE(D) = {contains} and NLE(D) = {on, broken}. For
Dg,, (9b) and (9c) are PANSDEF w.r.t. on and broken, re-
spectively, hence Dg, is disjunctive pan-semi-definitional
w.r.t. NLE(D). Furthermore, only the SSA for broken men-
tions some fluent from NLE(D), namely on, however notice
that on only appears in the context condition. Hence, D is
indeed a PANACK action theory.

Now, to progress D w.r.t. « = drop(Boz, Shelf), first,
we rewrite Dg, to be disjunctive semi-definitional w.r.t.

NLE(D), which yields (call this RE(Ds, )
{contains(Boz, Vase, Sp), (10a)
x = Box Ay = Shelf D on(z,y, So), (10b)
broken(x, So) D —Jy.contains(y, z, Sy)}. (10c)
Dss|a, So], by Prop. 12, is equivalent to
{[on(Boz, Shelf,Sy) A contains(Box,x, Sp)]

V —broken(x, So) V broken(z, Sp), (11a)
—broken(x, So) V broken(z, Sq), (11b)
—on(Bozx, Shelf, Sy) V —contains(Box, z, Sp)

V broken(z, Sy) (11c)
—on(x,y,Ss) V on(z,y,Sy), (11d)

—on(x,y,So) Vy = Shelf A [Box =x
V contains(Box,x,So)] V on(x,y, Sa), (1le)
y = Shelf A (x = Boz V
contains(Bozx, x, Sp)) D —on(z,y,Se)} (11f)
Clearly both sets of formulas above are PANSDEF w.r.t.
NLE(D)U{on(z,y, Sa), broken(x, S,)} (let us denote the
set by NLE*(D)). In fact, except (11a) and (11c), the for-
mulas are SDEF w.r.t. NLE*(D). For (11a), we replace it
according to Prop. 17 (after distributing conjunctions over
disjunctions) by the disjunction of the two sets:

{z = Box Ny = Shelf D P(x,y), (12a)
contains(Box,xz,So) V —broken(z,S,) V P'(x)}, (12b)
{zx = Bozx Ny = Shelf D —~P(x,y), (12¢)
—broken(z,Sy) V P'(x)}. (124d)

Likewise, (11c¢) is replaced by the disjunction of
x = Box ANy = Shelf D —P(z,y) (13a)

—contains(Box, x, Sy) V —broken(z, Sy) (13b)

Now, each formula in (12a)—(12d) and (13a)—(13b) is semi-
definitional w.r.t. NLE*(D). Distributing disjunctions over
conjunctions in the processed Dsq|a, Sp], we obtain a
rewrite RE(DZ,[a, Sp]) that is DSDEF w.r.t. NLE*(D).
Now forgetting the lifting predicates in (RE(Dg,) U
RE(DE (o, So])) 1 So (this can be done in the same way
as in Theorem 14 since the rewritten sets are both DSDEF
w.r.t. NLE*(D)), one obtains, with simplifications:

{contains(Boz, Vase, Sy), (14a)
y = Shelf A (x = Boz V contains(Boz,x,Sy))

D —on(z,y,Sa), (14b)
—contains(Boz, x,Sy) V broken(x, Sy), (14¢)
—broken(x, Sy) V contains(Box,x,Sy) V

—3Jy.contains(y, x, Sa)} (144)

That is Boz is still in Vase (14a), Boz and everything
contained in it are no longer on Shelf (14b), all things con-
tained in Bozx are broken (14c), and all broken objects are ei-
ther contained in Bozx, or were among the previously broken
objects not contained in anything (14d). It is easy to check
that the progressed KB is FO and again DSDEF (in fact,
semi-definitional) w.r.t. on(x,y, S,) and broken(z, Sy ). It
would now be possible to iteratively progress through an-
other action, say drop(Box2, Shelf).



5 Discussion

Here we compare our results with the FO progression results
on normal actions and acyclic actions. As mentioned be-
fore, the progression for normal and acyclic actions is only
defined in terms of a single ground action, rather than an
action theory that admits an unbounded number of actions.
More formally, according to LL09, a ground action « is said
to have local effects on a fluent F'(Z, s), if by using Dyna,
71 (%, a, s) and v (Z, o, 8) can be simplified to a disjunc-
tion of formulas of the form Z = tA1)(s), where £ is a vector
of ground terms, and ¢ is a formula whose only free variable
is s. Let LE(«) be the set of all fluents « has local effects
on, and NLE(«) be the other fluents. Then:

Definition 23. A ground action « is normal if for each fluent
F, all the fluents that appear in 7;5 and 7 are in LE(«).

Theorem 24. For a BAT D where Dg, is SDEF w.rt.
NLE(«), progression of Ds, w.rt. a is FO definable and
computable.

Our definition of disjunctive normal theories is stricter in
the sense that is based on LE(D) instead of LE(«): A fluent
being in LE(D) means it has to be in LE(«) for every action
«. However, disjunctive normal theories are also less restric-
tive in the sense that Dg, is only required to be disjunctive
SDEF w.r.t. NLE(D), whereas normal theories require it to
be SDEF (w.r.t. NLE(«)) without allowing for disjunctions.

Acyclic actions (Liu and Claen 2024) generalize normal
actions by allowing fluents in NLE(«) to depend on each
other, but the dependency graph has to be acyclic, and flu-
ents appearing in v}r or v have to be in a specific form
to ensure that one can apply Theorem 7 to forget the flu-
ents’ lifting predicates in an order that follows the structure
of the graph. Again, our PANACK action theories are more
restrictive in one sense, but less restrictive in another. On the
one hand, acyclic theories allow NLE fluents to appear in ef-
fect descriptors, albeit in a limited form. On the other hand,
PANACK theories allow cyclic dependencies among NLE
fluents, as long as they only appear in context conditions.

We want to emphasize that our main contribution is on the
iterability of FO progression, arguably an important desider-
atum for planning and reasoning about action and change.
Note that the BAT in Example 15 is normal w.r.t. both
a = cover(A) and 8 = explode, yet, after progressing w.r.t.
«, the theory shown in Egs. (4a)—(4c) is no longer normal
w.r.t. 5. This shows that FO progression for normal actions
and acyclic actions can in general not be iterated.

Lastly, it is worth mentioning that there are BATs where
all actions are normal (hence acyclic) and progression is iter-
atively FO but the BAT is neither PANACK nor disjunctive
normal. Consider a variant of the BAT from Example 15:

broken(x, do(a,s)) = a = explode N —shielded(x,s) V
broken(z, s)
shielded(x, do(a, s)) = —(a = unshieldbroken
A broken(z)) A shielded(z, s)
Namely, ezplode is as before, but unshieldbroken will re-

move shields for all broken objects. Let Dg, = {}. Clearly,
both explode and unshieldbroken are normal: for explode,

broken € NLE(explode) and shielded € LE(explode),
while for unshieldbroken it is the reverse. Both fluents are in
NLE(D) and they mutually appear on the RHS of the SSAs,
so the BAT is not disjunctive normal. One can check that the
BAT is indeed iteratively FO progressable.

6 Related Work

Lin and Reiter (1997) provided a general account of progres-
sion. They also showed that context-free and relatively com-
plete action theories are iteratively FO progressable. Two
ways of extensions exist: some works extend the result on
relatively complete action theories by increasing the expres-
siveness of the initial KB. E.g., (Vassos and Patrizi 2013)
proposed relatively complete action theories with bounded
unknowns which allow less complete information in the KB,
and (De Giacomo et al. 2016) extend this further to bounded
situation calculus action theories. Both classes are shown
to admit iterable FO progression. Meanwhile, some efforts
increase the expressiveness of SSAs (compared to context-
free ones). E.g. local-effect theories (Vassos, Lakemeyer,
and Levesque 2008; Liu and Lakemeyer 2009) allow flu-
ents to appear on the RHS of an SSA, albeit in a limited
fashion. Moreover, normal and acyclic actions extend this
further by allowing complex dependencies among fluents,
but, as demonstrated, FO progression can only be guaran-
teed for single actions and might not be iterable. Arenas et
al. (2018) show that progression is iteratively FO progress-
able for so-called universal basic action theory with con-
stants. This class is incomparable to the above (and ours)
and even admits infinite theories (determining whether a fi-
nite progression exists is in general undecidable).

Readers interested in an overview on FO progression —
without focus on iterability — are referred to (Vassos and
Patrizi 2013) and (Liu and Claen 2024). Progression has
many applications, e.g., (Lakemeyer and Levesque 2009;
Liu and Feng 2023) considered the interplay between pro-
gression and the notion of only-knowing after actions. (Belle
and Levesque 2014; Liu and Belle 2024) studied probabilis-
tic progression in the situation calculus. Other works that
involve progression include (Fang, Liu, and Van Ditmarsch
2019) for multi-agent modal logic, (Schwering, Lakemeyer,
and Pagnucco 2015; ClaBen and Delgrande 2022) for belief
revision, and (ClaB3en 2013; Liu et al. 2023; Liu 2023) for
planning and verification in GOLOG. We believe our work
suggests new possibilities for these applications.

7 Conclusion

We studied the FO definability of progression in the situation
calculus with a focus on iterability. We generalized the result
by Liu and Lakemeyer, obtaining disjunctive normal action
theories as a class that is iteratively FO progressable. We
also proposed a new type of action theory, called PANACK,
that strictly subsumes the disjunctive normal ones, where
fluents can be mutually dependent in a complex manner, and
again showed it to be iteratively FO progressable. For future
work, besides identifying other (larger) classes that are FO
progressable, we plan to study the applicability of our results
in the context of planning, verification, and synthesis.
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